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The Lightning OSS stack



PyTorch is an optimized tensor 
library for deep learning using 

GPUs and CPUs.





PyTorch

tensors on CPU, GPU


autograd


eager, define-by-run 

distributed



Autograd



Dispatcher



Modern-day challenges

memory


memory bandwidth


parallelism



Compilers

torch.compile (TorchDynamo + TorchInductor)


JAX + XLA, PyTorchXLA


Lightning Thunder



OpenAI Triton

Open-source GPU programming for neural networks







Lightning Thunder



Model-specific

Implementation-specific

Hardware-specific

Topology-specific

Optimizing training or inference requires modifying computations



Often performance comes from control 
(fusions, memory allocations, offloading, comms overlap)

for a specific model on specific hardware

fusion

precision

specialized 
kernels

distributed

nn.Module



https://github.com/Lightning-AI/lightning-thunder

pip install lightning-thunder



nn.Module Trace Transforms Executors



interpreter.py

nn.Module Trace Transforms Executors



nn.Module Trace

Prologue

Computation

(functional)

Epilogue



Transforms:

- Grad


- Autocast


- Quantization


- Offloading


- Distributed (DDP, FSDP, TP)


- CUDAGraph


- …

Composable



Transformed trace

Apex cross-entropy

SDPA flash attn

nvFuser

PyTorch eager

torch.compile

cuDNN

TransformerEngine

Triton cross-entropy

Executor claim pass

Your own

(checker_fn)

Fusion executors

Operator executors



Thunder with PyTorch

Can use torch.compile as an executor


Coming up:


available as a torch.compile backend






